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based on a very general new form of the logarithmic derivative. 
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0. Introduction 

Let us consider a density matrix D --= e H of a finite quantum system .~/. Then the 

Bogoliubov inner product is defined for the observables, A, B ~ d s~ by the formula 

J0 ((A, B))D = Tr eUt/A e (~ ")~B du. (1) 

This quantity appears in the second-order term of a perturbation expansion of the 
partition function, 

0 2 
((A, B)) D = ~?t ~ Tr e H+ ~A + ,B (2) 

In quantum statistical mechanics, the definition of  the Bogoliubov inner product 

involves the inverse temperature fl which is chosen to be 1 in this Letter. The term 
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K u b o - M o r i  scalar product is also used [2, 13]. This scalar product is important 
in linear response theory [15] and it was generalized to KMS states of arbitrary 
quantum systems. In fact, the KMS property may be characterized by auto-correla- 
tion upper bounds which seem to be informational inequalities (see [2, 4, 5]). 

In this Letter, we restrict our treatment to finite quantum systems. We argue that 
the Bogoliubov scalar product defines a natural Riemannian geometry on the state 
space. (This was previously proposed in [11].) The basic geomerical quantities, 
including sectional curvatures, are computed for a two-level quantum system. It is 
found that the real density matrices form a totally geodesic submanifold and the 
yon Neumann entropy is a monotone function of the scalar curvature. (Differential 
geometrical methods in classical statistics have a huge literature, we mention only 
the books [1] and [3] but in the quantum case there are many things to be done.) 
Furthermore, we establish information inequalities extending the Cram~r-Rao  
inequality of classical statistics. These are based on a new form of logarithmic 
derivative and show that the quantity 

x/((A - I Tr DA, A - I Tr DA))D (3) 

is more appropriate for being the dispersion of the observable A in the state D than 
the popular variance 

TxfTr D(A - I Tr  A)2. (4) 

Concerning information inequalities in the quantum setting, we refer to the book 
[10]. 

1. Parameter Estimation 

In the parametric problem of quantum statistics, a family (~P0) of states of a system 
is given and one has to decide among several alternative values of the parameter by 
using measurements. The set of outcomes of the applied measurements is the 
parameter set ® and we assume that it is a region in R ~. So an estimator measurement 
M is a positive-operator-valued measure on the Borel sets of ® and its values are 
observables of the given quantum system [7, 9, 14]. The probability measure 

8 ~ ~o(~) = ~oo(M(B))(B ~ O) 

represents the result of the measurement M when the 'true' state is (P0- The choice 
of the estimators has to be made by taking into account the expected errors. 

First we concentrate on the one-dimensional case and follow the Cram6r-Rao  
pattern of mathematical statistics. Let ((P0) be a family of states of  the quantum 
system ~ and let the parameter set ® be an interval in R with 0 ~ 0 .  For the sake 
of simplicity, let the estimator be an observable M of the finite quantum system 
Mn(C) and let the family (~o0) be given by density matrices Do e Mn(C). We assume 
that 0 ~ Do is sufficiently differentiable. The estimator M is called unbiased if 

Tr DoM = 0. (1.1) 
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Since we are interested in the local behaviour of  the estimation, the less restrictive 

condition 

8 Tr80DoM 0 = 0 = l ( 1.2) 

will also work. If  M satisfies (1.2), then it is called locally unbiased at 0 (being 

unbiased means locally unbiased at each point). 
Our approach, will be closely related to the so-called Bogoliubov inner product. 

(Note that Kubo  Mori scalar product and Duhamel two-point function are also 
frequently used terms.) For  A, B, H ~ M~(C) sa, we set 

((A, B)) exp H = Tr e "H A e (1 - u)H B du. (1.3) 

It is known that 

Tr X Y X * f ( Y )  <~ Tr X X *  Y f ( Y )  

holds provided that Y =  Y* and f : l ~ N  is an increasing function [12]. In 
particular, 

Tr e "H A e (~ - ")HA <~ Tr e H A 2 (1.4) 

and we obtain 

((A, A}exp H ~<TrenA 2 for every A e M~(C) sa. (1.5) 

(This inequality is a very special case of  the Bogoliubov inequality but we prefer the 
above elementary proof, see also [2] and [5].) To make clear the relevance of the 
Bogoliubov inner product to the parameter  estimation problem, we choose two 
differentiable curves of  density matrices 

D) = exp(H + tA  + O(t2)) and D 2 = exp(H + tB  + O(t2)). 

(Note  that the condition TrD~ = 1 implies T r e  HA = 0  and, similarly, 
Tr  e H B  = 0.) Recall that the relative entropy 

S(D1, D2) ~ Tr D~ (log Dl -- log D2) 

of  the densities D~ and D 2 measures  the information between the corresponding 
states (see [16, 18, 19]). Using the perturbation series for the exponential function 
we arrive at 

8~ [ 1 2 
8t 8s . . . .  o S ( D  t '  D ~, ) = - ( ( A ,  B) )  exp H" (1.6) 

| 

Hence, the Bogoliubov norm in quantum statistics can take the role of  the Fischer 
information from classical statistics. 

The C r a m 6 r - R a o  pattern consists of  finding a lower bound for Tr D o ( M -  0) 2, 
which is the variance of the estimator. To state our version of the C r a m 6 r - R a o  
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inequality, we introduce the concept of a logarithmic derivative (see also Section 3). 
If 0 ~ ~o 0 is a differentiable family of states, then its logarithmic derivative (with 
respect to the Bogoliubov inner product and taken at 0) is an operator L e / d  
which is characterized by the condition 

o:  ~°°(A) = ((L*, A))~oo for every A ~ J{. (1.7) 
~0 o 

PROPOSITION 1.1. Let  the observable M E Mn(C) be a locally unbiased estimator 

for  the differentiable family  (Do) o f  the density matrices at 0 = O. Then 

qoo(M 2) >~ ((L *, L *)) ;~o , 

where L is the logarithmic derivative o f  the states qOo( • ) = Tr( • Do). 

Proof. As a direct consequence of (1.2) and (1.7) we have 1 = ((L*, M)),o.  Now 
applying first the Schwarz inequality and then (1.5), we infer 

1 = ((L*, M))~o < ,~L*, L*))~o x ((M, M)).o ~< ((L*, L*)).o x ~oo(M2), 

which is equivalent to the stated inequality. 

This proposition and formula (1.6) suggest that Bogoliubov inner product may 
be used to define a statistically relevant Riemannian metric on the state space of a 
quantum system, as was proposed in [11]. The definition and the detailed study of 
the geometry obtained for a 2-level (or spin l) quantum system is the content of the 
next section. 

2. Riemannian Geometry of the State Space 

The observables of a 2-level quantum system are the 2 x 2 complex self-adjoint 
matrices; their space is denoted by Me(C) sa. The real linear space M2(C) Sa is 
conveniently parametrized by the Pauli matrices: 

0"0:(10 01)' O-l: (01 10)' (2.1) 

.=(0/o/) ('0 0) 
Any element of M2(C) sa is of the form 

t +x3 x l - - x2 i~=lSo .q_x l c r t+x2 (Y2+x3cr3=_( t , x ) . 6 "  (2.2) 
x~ + x2i t X3 / 

In fact, {o- o, al,  0-2, 03} is an orthonormal basis for the Hilbert-Schmidt  inner 
product 

(A, B) ~-* ½Tr A B  (A, B ~ M2(C)Sa). 

The inverse of the mapping 

(t, Xl, X2, X3) ~ (t, Xl, X2, X3) " O" (2.3) 



THE BOGOLIUBOV INNER PRODUCT IN QUANTUM STATISTICS 209 

gives the affine (or  Stokes) coordinates  on M2(C)SL The  affane coordinate  system 

establishes an isometry  between the Euclidean 4-space Ne and M2(C)  Sa endowed 

with the H i l b e r t - S c h m i d t  scalar product .  I t  is useful to write elements of  ~ 4  as 
(t, x) with t e R and x ~ ~3 because of  the following formulas:  

Yr(t, x) • a = t, 
(2.4) 

- -  2 2 Det(t,  x ) '  o- = t 2 Ix] 2, w h e r e  IxI 2 = x 2 -]- X 2 -J- X 3. 

Hence  

m 2 ( c  ) + = {(t ,  x )  • o- s m 2 ( c ) s a  : Ixl2 < t 2} (2.5) 

is the set o f  all posit ive definite matrices of  M2(C)  sa. Geometr ical ly ,  M2(C)  + is a 
circular cone o f  opening half-angle n/4. (Actually,  this is nothing but  the positive 

light cone in N4 considered as the Minkowski  4-space.) The slice 

S = {D e M2(C) + :T r  D = 1, D is invertible} 

is a ball with center ao/2 and radius 1/2. 
In the cus tomary  formal ism o f  q u a n t u m  mechanics,  the states of  the 2-1evel 

system cor respond  to density matr ices and the closure of  S is identified with the 
state space. The extremal  (surface) points  are the pure  states and S is the set o f  
mixed states. 

The exponent ia l  m a p  is a d i f feomorphism of  M 2 ( C )  sa to  M 2 ( C ) + ,  so that  any 
p e M2(C)  + m a y  be represented as e n, H e M2(C)  ~a. Explicitly, 

/ 
exp((t, x) • o-) = ~e t cosh Ix], 

The inverse o f  the mapp ing  

(t, x) ~ exp((t, x) - o-) 

e t s inh  Ix( "~ lxl x)'o-" (2.6) 

gives the logar i thmic coordinate  system on M2(C)  +. At  each p = e H e M2(C)  +, the 
tangent  space Tp(M2(C)  +) is identified with N4 by translat ing the tangent  vectors 
to the origin. Hence,  0-0, 0-1, o-2, o-3 can be thought  of  as globally defined vector  fields 
on M 2 ( C ) + .  Ano the r  possibili ty is to regard Tp(M2(C)+)  as M2(C)  Sa. Fo r  example,  

s ~ e x p ( H  + (st, sx )  • a) (2.7) 

is an integral curve of  the vector  field to tao + x1~1 + x2o-2 -F- x3o- 3. However ,  this 
curve does not  remain  in S, even if Tr  e/~= 1. To  get a round  this, we introduce 
three vector  fields Z i, 1 ~< i ~ 3 on the state space S by 

(Y/)p = o-~ - (Tr  a~p)o-o (1 ~< i ~< 3). (2.8) 

N o w  

exp (H  + so-i) 
s ~-, (2.9) 

T r ( e x p ( H  + so-/)) 
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is an integral curve of Z i (1 ~< i ~ 3) and belongs to S for all value of the real 
parameter  s. Hence, Z i, i = 1, 2, 3 give a parallelization of S and, at each point 
p E S, the tangent space Tp(S) can be identified with 

{A e M2(C) sa : Tr  pA = 0}. 

The inverse of  the mapping 

(Y l ,Ys ,  Y3) ~ exp((t,y) • o-) with t = - log(exp( ly l )  + exp( - lY[)), (2.10) 

will be called the logarithmic coordinate system on S. In these coordinates, the vector 
field Z i is nothing but the differentiation with respect to Yi (1 ~< i ~< 3). 

As suggested by (1.6), the Bogoliubov inner product gives rise to a Riemannian 

metric on S. Explicitly, for A, B ~ TR(S) we define the scalar product  of the tangent 

vectors A and B as {{A, B))expH given in (1.3). (Note  that this definition may be 
extended, to the whole M2(C) + but we are mainly interested in the geometry of the 

state space.) 
The Riemannian metric is invariant under rotations. We let SO(3) act on 

M2(C) sa by rotation around the rr0-axis: 

U((t, x) " ~) = (t, Ux) • ~, (2.11) 

where Ux is the ordinary action of SO(3) on R3. Note that this is nothing but the 
action of SU(2) on M2(C) sa by conjugation after we factored out the kernel of  the 
canonical epimorphism S U ( 2 ) ~  SO(3). Hence, we have the following properties. 

(i) Tr U(A)U(B) = Tr AB for A, B ~ M2(C) *a, in particular Tr U(A) = Tr A. 

(ii) U(exp H)  = exp U for H ~ M2(C) sa. 

L E M M A  2.1. For A, B ~ M2(C) S~ the invariance property 

((U(A), U(B))) exv u(/~ = ((A, B)) exp H (2.12) 

holds for any U ~ SO(3). 

The proof  follows from the invariance properties (i) and (ii) through (2). 
Let A, B ~ Tp(S) be given by Stokes coordinates 

A = ( t  A ,a ) . c r  and B = ( t B ,  b) .c r  

and let p ~ S be given by logarithmic coordinates as 

p = exp((t, y) • o-). 

Then we have the following convenient formula for the Riemannian metric 

tanh r r - tanh r - r tanh 2 r (a, y ) ( b ,  y )  
- ( a ,  b )  + r2 , ( 2 . 1 3 )  ((A, B))p r r 

where r = (y2 +y2+y2)~ /2  is the length of y. To prove this, we first observe that 

the right-hand side of (2.13) is invariant under the action of SO(3), while invariance 
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of  the lef t-hand side is guaranteed  by L e m m a  2.1. Hence,  we m a y  assume that  p is 

diagonal ,  that  is, Yl = Y2 = 0 and r = lY3t. On the other  hand,  as easy compu ta t ion  
shows, at  a d iagonal  point  p with r > 0, the R iemann ian  metric  in logar i thmic 

coordinates  takes the fo rm 

0 r ~ tanh r 0 " 

0 0 cosh -2 r 

Fo rmu la  (2.13) now follows for  r > 0 by not ing that  the logari thmic coordinate  
fields are Z i, 1 ~< i ~< 3. At the center r = 0, we take the limit r --+ 0 and observe that  

the Riemannian  metric becomes Euclidean, i.e. 

<(A, B551 = (a, b ). (2.15) 

In t roducing  the project ion opera to r  Proj{,~ that  projects the whole space or tho-  

gonally to the line spanned by y, i.e. Proji/l(b ) = ( b , y ) r - 2 y ,  the matr ix  of  the 
Riemannian  metric  (2.13) can be conveniently writ ten 

tanh r 1 
G - P r o j ~  + -  ProjN.  (2.16) 

r cosh 2 r " 

N o w  we are going to compute  some basic geometrical  quanti t ies for  the geomet ry  
o f  S. Our  basic reference on Riemannian  geomet ry  is [8]. We start  with the 
covar iant  der ivat ion V induced by the metric  and use the Kos t an t  fo rmula  

x .  ¢g , z ) )+  z . ¢ x ,  Y)) -  Y. ¢x ,z ) )  

= ¢[X, Y], Z) )  + (([Z, Y], Y)) + (([Y, Z],  Y)) + 2¢ 11, V z Y } .  

Setting 

Y = Z  j, Y = Z  ~, and Z = Z  i 

we have 

2((V~,Z j, Z k} = Z/- ((Z*, Ze)) + 2 i .  ((Zj, Z~)) _ 2;k((Zi, Zj)), (2.17) 

since the Lie brackets  vanish. Let  us recall briefly that  the r ight -hand side terms 
have the following meaning.  (~Z j, Zk)) is a funct ion on S, that  is, a funct ion of  the 

coordinates  (y i ,  Y2, Y3) and the vector  field Z 5 acts on this funct ion as derivat ion 
with respect to y~. Using this, we compute  

zk((:~ *, Z~)) 

c 1 tanh r )  
ON]3- 2 r r 

{OijYk ~SkiYj ~jkYi YkY*)5) 2 tanh r 
× \  r 2 + ~ U  --~ r 2 r ~ J r3 cosh2 r Y'YJYk (2.18) 
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and we observe that this expression is symmetric in all indices. Therefore, 

from (2.17). We now expand 

with coefficients F~. being the Christoffel symbols relative to the parallelization 
YJ, 1 <~ i ~< 3. Equivalently, 

Fortunately, G -1 is easy to obtain from (2.16) and we have 

(2.19) 

(2.20) 

After a lengthy but elementary computation,  we obtain 

(2.21) 

We now determine the sectional curvatures. By the very definition of Riemannian 

curvature R, we have 

Here, we used that 

which follows from the full symmetry of (2.18). Taking expansions with respect to 

the coordinate fields, we arrive at 

Due to rotation invariance we may assume that Yl = Y2 = 0 and Y3 = r. Then 

(2.22) 

For  i ¢ j ,  we denote by 
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the sectional curvature  with respect to the plane spanned by E ~ and E j. Substituting 

(2.21) into (2.22) we obtain 

K(Z , ,Z2 )  l ( 1 s i n h r )  2 
= - (2.23) 

4 t a n h  2r  c o s h r  r 

and 

K(Y?,  2 3) = K ( Z  2, 2 3) 

~ (  sinh r f o s h  r ) (  co~h r )  
= 1 1 + coth 2 r - . (2.24) 

These are zero at r = 0 and strictly decreasing to - oo as r --+ ~ .  It follows that the 
scalar curvature  is a strictly decreasing funct ion o f  r. Similarly to the curvature,  the 
von Neum ann  ent ropy is ro ta t ion invariant as well. We have 

S(r) = log(e r + e -r)  - r tanh r 

and observe that  scalar curvature and ent ropy are a mono tone  function of  each 
other.  

We claim that the submanifold S,. ({(Yl ,Yz ,  Y3):Y2 = 0} in logarithmic coordi-  
nates) of  real density matrices is totally geodesic. In fact, (2.21) implies 

( (VziZ 2, E2)) = ((Vz2E 2, Z2)) = ((V213E 2, E2)) ~-- 0 

and the claim follows. 
The study of  the geometry  of  higher spin systems is in progress [17]. 

3. Logarithmic Derivatives 

Let (~P0) be a family of  states o f  the quan tum system ~ and let the parameter  set 
® be an interval in ~. We assume that  0 ~ cpo is differentiable in a certain sense 
and give a very general definition of  the logarithmic derivative with respect to a real 
or complex inner p roduc t  ~( . ,  .) on S/t. We define the opera tor  L ~ ~# to be the 
logarithmic derivative o f  the family ((o0) at a fixed point  0 if 

~%(a) = ~(L*, a) (3.1) 

for  every a ~ J~. The derivat ion is unders tood at a fixed point  0 ~ ® and the form 
may depend on this point. To  show some very concrete examples o f  logarithmic 

derivatives, let v be a measure on [0, 1] and set 

f01 c¢~(a, b) = Tr  D~oa*D1 o 'b dr(t), (3.2) 

if the state (o 0 is given by a density D o (on  a finite quan tum system, for  example). 
When v = (~5 o + ~ ) / 2  is a convex combinat ion  of  two Dirac measures, the corre- 
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sponding symmetric logarithmic derivative was considered by Helstrom ([6], see 
also [7]) and it is given by the equation 

0 
Tr(Doa ) = ½ Tr Do(Lsa + aL,) (3.3) 

or equivalently 

0 
2 ~ Do = DoLs + L, Do. (3.4) 

In a similar way, the right logarithmic derivative Lr is the solution of the equation 

(?Do 
c30 - D°Lr (3.5) 

and it appeared in [20]. While L, is self-adjoint, in general L r is not. The Lebesgue 
measure in place of v supplies us with the Bogoliubov inner product (1). The 
Bogoliubov logarithmic derivative Le is the solution of the equation 

c?O Tr (Doa) = Tr D~oLBD~o - tb dt (3.6) 

and it may be written in an integral form: 

J0 L~ = (t + Do) - '  (t + Do)-1 dr. (3.7) 

PROPOSITION 3.l. Let the observable M ~ M,~(C) be a locally unbiased estimator 

for the differentiable family (Do) of  the density matrices at 0 = O. Then 

~oo(M 2) >~ a~(L~, r v ) ;  2 , 

where L~ is the logarithmic derivative of  the states qOo( • ) - Tr( • Do) with respect to 
the inner product 

;0' c~v(a, b)~ o = Tr D~oa*D~ tb dr(t). 

To prove this statement, we can proceed as in the proof of Proposition 1.1 but we 
have to use the inequality 

~u(a, a)~o ~< (P0(aa), 

which is a consequence of ( 1.4). Next, we compare the lower bounds in the previous 
proposition when the right, the symmetric, and the Bogoliubov logarithmic deriva- 
tives are used. Denote by Cr, Cs, and Ca the corresponding bounds, respectively. 
Let (Do) be a family of the densities such that 

~@D = R  00:0 
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and let Zi 2ipi be the spectral decomposition of D 0. We have 

C r  1 ~ -  Tr DoLrL* = Tr _R2Do l = ~, ,~f-1 Tr R2pi = ~ 2~ -1 Tr RpjRpi 
i i , j  

1 = 2  2 (,,~/- t q_ ~71)  T r  RlpjRpi 
i , j  

in the first case. Ls is the solution of (3.4), hence, 

1 

and 

215 

C~ -~ = 2 ; ~  i Tr Rp / RPi "  

Finally, one obtains from (3.7) that 

C~ 1 = ~,, log 2i - log 2j 
i j  ~//C )~j Wr RpjRpi, 

and elementary inequalities give that 

As far as estimation of qo0(M 2) is concerned, the bound Ca is less informative than 
Q and it is more informative than C~. By means of the Bogoliubov inner product, 
the following Cram4r-Rao-type inequality may be stated: 

1 
((M, M))~o o >~ ((La, LB)),~o (3.8) 

under the conditions of Proposition 3.1. Here the left-hand side is a natural 
noncommutative analogue of the standard deviation and L ,  is the logarithmic 
derivative with respect to the Bogoliubov inner product. 
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