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Abstract
In this paper, we present a canonical association of quantum vertex alge-

bras and their φ-coordinated modules to Lie algebra gl∞ and its 1-dimensional
central extension. To this end we construct and make use of another closely
related infinite-dimensional Lie algebra.

1 Introduction

It has been known that vertex algebras can be canonically associated to both twisted
and untwisted affine Lie algebras. More specifically, for an untwisted affine Lie al-
gebra ĝ and for any complex number �, one has a vertex algebra Vĝ(�, 0) (cf. [FZ],
[DL], [Lia], [Li1]), based on a distinguished level � generalized Verma ĝ-module often
called the vacuum module, while the category of Vĝ(�, 0)-modules is canonically iso-
morphic to the category of restricted ĝ-modules of level �. On the other hand, it was
known (see [Li2]; cf. [FLM]) that the category of restricted modules for a twisted
affine algebra ĝ[σ] with σ a finite-order automorphism of g is canonically isomorphic
to the category of σ̄-twisted modules for the vertex algebra Vĝ(�, 0) (which was asso-
ciated to the untwisted affine algebra), where σ̄ is the corresponding automorphism
of vertex algebra Vĝ(�, 0).

In this paper, we study Lie algebra gl∞ in the content of quantum vertex algebras
in the sense of [Li3], and as the main result we obtain a canonical association of
quantum vertex algebras to the one-dimensional central extension g̃l∞ of Lie algebra
gl∞, which is somewhat similar to the association of vertex algebras and twisted
modules to twisted affine Lie algebras.

By definition, gl∞ is the Lie algebra of doubly infinite complex matrices with only
finitely many nonzero entries under the usual commutator bracket. A canonical base
consists of matrices Em,n for m,n ∈ Z, where Em,n denotes the matrix whose only
nonzero entry is the (m,n)-entry which is 1. For the natural representation of gl∞
on C

∞ with the standard base denoted by {vn | n ∈ Z}, we have

Em,nvr = δn,rvm for m,n, r ∈ Z.
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On Lie algebra gl∞, there is a 2-cocycle ψ defined by

ψ(Ei,j, Ej,i) = 1 = −ψ(Ej,i, Ei,j) if i ≤ 0 and j ≥ 1,

ψ(Ei,j, Em,n) = 0 otherwise.

Using this 2-cocycle one obtains a 1-dimensional central extension

g̃l∞ = gl∞ ⊕ Ck.

With various motivations, one of us (H.L) has extensively studied (see [Li3-5])
vertex algebra-like structures generated by fields (on a general vector space), that
behave well, but are not necessarily mutually local (cf. [DL], [Li1]). (A result of
[Li1] is that every set of mutually local fields on a general vector space canonically
generates a vertex algebra.) In this study, a theory of (weak) quantum vertex
algebras and their modules was developed, where the notion of quantum vertex
algebra naturally generalizes the notion of vertex algebra and that of vertex super-
algebra. In this theory, a key role is played by the notion of S-locality due to
Etingof-Kazhdan, which is a generalization of that of locality, and the essence is
that every S-local subset of fields on a vector space W generates a (weak) quantum
vertex algebra with W as a natural module. (The pioneer work [EK] has been an
important inspiration for the development of this theory.)

We next explain how quantum vertex algebras are associated to Lie algebra g̃l∞.
Note that in the association of vertex algebras to affine Lie algebras, a key role was
played by the canonical generating functions (or fields), where roughly speaking,
the associated vertex algebras are generated by the generating functions. As the
starting point of this paper, for each m ∈ Z we form a generating function

E(m,x) =
∑
n∈Z

Em,m+nx
−n.

Then the main defining relations of g̃l∞ can be written as

[E(m,x1), E(n, x2)] =

(
x1

x2

)m−n

(E(m,x2)− E(n, x1) + f(m,n)k)

for m,n ∈ Z, where f : Z
2 → {−1, 0, 1} is a function determined by the 2-cocycle ψ

(see Section 2). The generating functions E(m,x) (m ∈ Z) are not mutually local,
but for any (suitably defined) restricted g̃l∞-module W , E(m,x) for m ∈ Z form
what was called in [Li5] an Strig-local set of fields on W .

In order to associate quantum vertex algebras to certain algebras including quan-
tum affine algebras, a theory of what were called φ-coordinated modules for a weak
quantum vertex algebra was developed and a notion of Strig-locality was introduced
in [Li5], where it was proved that every Strig-local subset of fields on a vector space
W generates in a certain canonical way a (weak) quantum vertex algebra with W
as a natural φ-coordinated module. Taking W to be a (suitably defined) restricted
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g̃l∞-module, one can show that E(m,x) for m ∈ Z indeed form an Strig-local set of
fields on W . In view of this, weak quantum vertex algebras can be associated to Lie
algebra g̃l∞ conceptually.

To associate quantum vertex algebras to g̃l∞ explicitly, we introduce an infinite
dimensional Lie algebra g̃l

e

∞, which has generators B(m,n) with m,n ∈ Z, subject
to relations

[B(m,x1), B(n, x2)] = e(m−n)(x1−x2) (B(m,x2)−B(n, x1) + f(m,n)k) ,

where k is a nonzero central element and B(m,x) =
∑

n∈Z
B(m,n)x−n−1. For any

complex number �, we construct a universal “vacuum module” Vg̃l
e
∞(�, 0) of level �

for Lie algebra g̃l
e

∞. Then by using a result of [Li4] we show that there exists a
canonical structure of a quantum vertex algebra on Vg̃l

e
∞(�, 0) and that a restricted

g̃l
e

∞-module structure of level � on a vector space W exactly amounts to a Vg̃l
e
∞(�, 0)-

module structure on W . Furthermore, by using [Li5] we show that a restricted g̃l∞-
module structure of level � on a vector space W exactly amounts to a φ-coordinated
Vg̃l

e
∞(�, 0)-module structure on W .
In literature, there have been many interesting and important studies on Lie

algebras gl∞ and g̃l∞, including a remarkable relation with soliton equations, which
was discovered and developed by Kyoto school (cf. [DKM], [DJKM]), and explicit
bosonic and fermionic vertex operator realizations of the basic (level 1 irreducible)
modules (see [JM], [K]). Closely related to Lie algebra gl∞, certain vertex algebras
and their representations have been studied by several authors (see [FKRW], [KR],
[Xu]). In those studies, the key idea is to use the embedding of certain Lie algebras
into the completion gl∞. The present study, which directly uses the Lie algebra g̃l∞
itself, is different from those in nature.

This paper is organized as follows: In Section 2, we review Lie algebras gl∞ and
g̃l∞, and we introduce generating functions and reformulate their defining relations
in terms of generating functions. In Section 3, we introduce Lie algebra g̃l

e

∞ and
using this we construct a family of quantum vertex algebras Vg̃l

e
∞(�, 0) with a complex

parameter �. In Section 4, we present a canonical connection between restricted g̃l∞-
modules of level � and φ-coordinated Vg̃l

e
∞(�, 0)-modules. In Section 5, we construct

a family of irreducible g̃l
e

∞-modules.

2 Lie algebra g̃l∞ and their restricted modules

This is a short preliminary section. In this section, we recall from [K] the Lie
algebra gl∞ and its 1-dimensional central extension g̃l∞, and we formulate a notion
of restricted module and introduce generating functions.

We begin with Lie algebra gl∞. By definition, gl∞ consists of all doubly infinite
complex matrices (aij)i,j∈Z with only finitely many nonzero entries. A canonical base
of gl∞ consists of matrices Ei,j for i, j ∈ Z, where Ei,j denotes the matrix whose only
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nonzero entry is the (i, j)-entry which is 1. We have

[Em,n, Er,s] = δn,rEm,s − δm,sEr,n (2.1)

for m,n, r, s ∈ Z. Let C
∞ denote an infinite-dimensional vector space (over C) with

a designated base {vn | n ∈ Z}. Then gl∞ naturally acts on C
∞ by

Ei,jvk = δj,kvi for k ∈ Z.

Define degEi,j = j− i for i, j ∈ Z to make gl∞ a Z-graded Lie algebra, where the
degree-n homogeneous subspace (gl∞)(n) for n ∈ Z is linearly spanned by Em,m+n for
m ∈ Z. Using this Z-grading one obtains a triangular decomposition

gl∞ = gl
+
∞ ⊕ gl

0
∞ ⊕ gl

−
∞,

where gl±∞ =
∑
±(j−i)>0 CEi,j and gl0∞ =

∑
i CEi,i, which is a Cartan subalgebra.

All the trace-zero matrices form a subalgebra sl∞, which is isomorphic to the affine
Kac-Moody Lie algebra g′(A) of type A∞ (see [K]). We have gl∞ = sl∞ ⊕ CE0,0,
where gl∞ extends sl∞ by E0,0 viewed as a derivation.

On Lie algebra gl∞, there is a 2-cocycle ψ defined by

ψ(Ei,j, Ej,i) = 1 = −ψ(Ej,i, Ei,j) if i ≤ 0 and j ≥ 1,

ψ(Ei,j, Em,n) = 0 otherwise. (2.2)

Using this 2-cocycle, one obtains a 1-dimensional central extension of gl∞, which is
denoted by g̃l∞. That is,

g̃l∞ = gl∞ ⊕ Ck, (2.3)

where k is a nonzero central element and

[Em,n, Er,s] = δn,rEm,s − δm,sEr,n + ψ(Em,n, Er,s)k (2.4)

for m,n, r, s ∈ Z.
For convenience, we define a function f : Z

2 → {−1, 0, 1} by

f(m,n) = 1 = −f(n,m) if m ≤ 0 and n ≥ 1,

f(m,n) = 0 otherwise. (2.5)

In terms of function f we have

ψ(Ei,j, Em,n) = δi,nδj,mf(i, j) for i, j,m, n ∈ Z. (2.6)

For m ∈ Z, set

E(m,x) =
∑
n∈Z

Em,m+nx
−n. (2.7)
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Lemma 2.1. The relations (2.4) can be equivalently written as

[E(m,x1), E(n, x2)] =

(
x1

x2

)m−n

(E(m,x2)− E(n, x1) + f(m,n)k) (2.8)

for m,n ∈ Z.

Proof. It is straightforward:

[E(m,x1), E(n, x2)]

=
∑
r,s∈Z

([Em,m+r, En,n+s] + δm+r,nδm,n+sf(m,m+ r)k)x−r
1 x−s

2

=
∑
r,s∈Z

(δm+r,nEm,n+s − δm,n+sEn,m+r)x
−r
1 x−s

2 + f(m,n)

(
x1

x2

)m−n

k

=

(
x1

x2

)m−n

(E(m,x2)− E(n, x1) + f(m,n)k)

for m,n ∈ Z.

As an immediate consequence of Lemma 2.1 we have:

Corollary 2.2. The function f : Z
2 → {−1, 0, 1} defined in (2.5) satisfies relations

f(m,n) = −f(n,m), f(m,n) + f(n, r) = f(m, r) (2.9)

for m,n, r ∈ Z.

We formulate the following standard notions:

Definition 2.3. A g̃l∞-module W is said to be of level � ∈ C if k acts on W as scalar
�, and W is said to be restricted if for every m ∈ Z and for w ∈ W , Em,nw = 0 for
n sufficiently large.

For a vector space W , set

E(W ) = Hom(W,W ((x))) ⊂ (EndW )[[x, x−1]]. (2.10)

We see that a g̃l∞-module W is restricted if and only if E(m,x) ∈ E(W ) for m ∈ Z.
It can be readily seen that the natural gl∞-module C

∞, which is a g̃l∞-module
of level 0, is restricted. On the other hand, highest weight g̃l∞-modules are also
restricted modules, where a highest weight g̃l∞-module with highest weight λ ∈ H∗

is a module W with a vector w such that

Em,mw = λmw for m ∈ Z,

Em,nw = 0 for m,n ∈ Z with m < n,

W = U(g̃l∞)w,

where H = span{En,n | n ∈ Z} and λm = λ(Em,m).
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3 Lie algebra g̃l
e
∞ and quantum vertex algebras

In this section, we introduce an infinite-dimensional Lie algebra g̃l
e

∞, which is in-
trinsically related to g̃l∞, and for any complex number �, we associate a quantum
vertex algebra Vg̃l

e
∞(�, 0) to g̃l

e

∞ and associate a Vg̃l
e
∞(�, 0)-module to each restricted

g̃l
e

∞-module of level �.
We first recall from [Li3] the notion of weak quantum vertex algebra.

Definition 3.1. A weak quantum vertex algebra is a vector space V equipped with
a linear map

Y (·, x) : V → Hom(V, V ((x))) ⊂ (EndV )[[x, x−1]]

v 	→ Y (v, x) =
∑
n∈Z

vnx
−n−1 (where vn ∈ EndV ),

called the adjoint vertex operator map, and a vector 1 ∈ V , called the vacuum vector,
satisfying the following conditions: For v ∈ V ,

Y (1, x)v = v, Y (v, x)1 ∈ V [[x]] and lim
x→0

Y (v, x)1 = v,

and for u, v ∈ V , there exist

u(i), v(i) ∈ V, fi(x) ∈ C((x)) for i = 1, . . . , r

such that

x−1
0 δ

(
x1 − x2

x0

)
Y (u, x1)Y (v, x2)

−x−1
0 δ

(
x2 − x1

−x0

) r∑
i=1

fi(x2 − x1)Y (v(i), x2)Y (u(i), x1)

= x−1
2 δ

(
x1 − x0

x2

)
Y (Y (u, x0)v, x2). (3.1)

For a weak quantum vertex algebra V , following [EK] let

Y (x) : V ⊗ V → V ((x))

be the canonical linear map associated to the vertex operator map Y (·, x).
A rational quantum Yang-Baxter operator on a vector space U is a linear map

S(x) : U ⊗ U → U ⊗ U ⊗ C((x)),

satisfying
S12(x)S13(x+ z)S23(z) = S23(z)S13(x+ z)S12(x)
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(the quantum Yang-Baxter equation), where for 1 ≤ i < j ≤ 3,

S ij(x) : V ⊗ V ⊗ V → V ⊗ V ⊗ V ⊗ C((x))

denotes the canonical extension of S(x). It is said to be unitary if

S(x)S21(−x) = 1,

where S21(x) = σS(x)σ with σ denoting the flip operator on U ⊗ U .

Definition 3.2. A quantum vertex algebra is a weak quantum vertex algebra V
equipped with a unitary rational quantum Yang-Baxter operator S(x) on V , satis-
fying the following conditions:

S(x)(1⊗ v) = 1⊗ v for v ∈ V, (3.2)

[D ⊗ 1,S(x)] = − d

dx
S(x), (3.3)

Y (u, x)v = exDY (−x)S(−x)(v ⊗ u) for u, v ∈ V, (3.4)

S(x1)(Y (x2)⊗ 1) = (Y (x2)⊗ 1)S23(x1)S13(x1 + x2), (3.5)

where D is the linear operator on V defined by D(v) = v−21 for v ∈ V . We denote
a quantum vertex algebra by a pair (V,S).

Note that this very notion is a slight modification of the same named notion in
[Li3] and [Li4] with extra axioms (3.2) and (3.5).

The following notion was due to Etingof and Kazhdan (see [EK]):

Definition 3.3. A weak quantum vertex algebra V is said to be non-degenerate if
for every positive integer n, the linear map

Zn : V ⊗n ⊗ C((x1)) · · · ((xn)) → V ((x1)) · · · ((xn)),

defined by

Zn(v(1) ⊗ · · · ⊗ v(n) ⊗ f) = fY (v(1), x1) · · ·Y (v(n), xn)1

for v(1), . . . , v(n) ∈ V, f ∈ C((x1)) · · · ((xn)), is injective.

The following is a reformulation of a result in [Li3] (cf. [EK]):

Proposition 3.4. Let V be a weak quantum vertex algebra. Assume that V is non-
degenerate. Then there exists a linear map S(x) : V ⊗ V → V ⊗ V ⊗ C((x)), which
is uniquely determined by

Y (u, x)v = exDY (−x)S(−x)(v ⊗ u) for u, v ∈ V.
Furthermore, (V,S) carries the structure of a quantum vertex algebra and the fol-
lowing relation holds

[1⊗D,S(x)] =
d

dx
S(x). (3.6)
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Remark 3.5. Note that a quantum vertex algebra was defined as a pair (V,S).
In view of Proposition 3.4, the term “a non-degenerate quantum vertex algebra”
without reference to a quantum Yang-Baxter operator is unambiguous. If a weak
quantum vertex algebra V is of countable dimension over C and if V as a V -module
is irreducible, then by Corollary 3.10 of [Li4], V is non-degenerate. In view of this,
the term “irreducible quantum vertex algebra” is also unambiguous.

Definition 3.6. Let V be a weak quantum vertex algebra. A V -module is a vector
space W equipped with a linear map

YW (·, x) : V → Hom(W,W ((x))) ⊂ (EndW )[[x, x−1]]

satisfying the conditions that

YW (1, x) = 1W (where 1W denotes the identity operator on W )

and that for u, v ∈ V, w ∈ W , there exists a nonnegative integer l such that

(x0 + x2)
lYW (u, x0 + x2)YW (v, x2)w = (x0 + x2)

lYW (Y (u, x0)v, x2)w. (3.7)

As we need, we here briefly review the general construction of weak quantum
vertex algebras and their modules from [Li3]. Let W be a vector space. Recall that

E(W ) = Hom(W,W ((x))) ⊂ (EndW )[[x, x−1]].

A subset U of E(W ) is said to be S-local if for any u(x), v(x) ∈ U , there exist

u(i)(x), v(i)(x) ∈ U, fi(x) ∈ C((x)) (i = 1, . . . , r)

(finitely many) such that

(x1 − x2)
ku(x1)v(x2) = (x1 − x2)

k

r∑
i=1

fi(x2 − x1)v
(i)(x2)u

(i)(x1) (3.8)

for some nonnegative integer k.
Notice that the relation (3.8) implies

(x1 − x2)
ku(x1)v(x2) ∈ Hom(W,W ((x1, x2))). (3.9)

Now, let u(x), v(x) ∈ E(W ). Assume that there exists a nonnegative integer k such
that (3.9) holds. Define u(x)nv(x) ∈ E(W ) for n ∈ Z in terms of generating function

YE(u(x), x0)v(x) =
∑
n∈Z

u(x)nv(x)x
−n−1
0

by

YE(u(x), x0)v(x) = x−k
0

(
(x1 − x)ku(x1)v(x)

) |x1=x+x0 . (3.10)
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(It was proved that the expression on the right hand side is independent of the choice
of k.) If u(x), v(x) are from an S-local subset U , assuming relation (3.8) we have

u(x)nv(x)

= Resx1

(
(x1 − x)nu(x1)v(x)− (−x+ x1)

n

r∑
i=1

fi(x− x1)v
(i)(x)u(i)(x1)

)
. (3.11)

The following result was obtained in [Li3]:

Theorem 3.7. Every S-local subset U of E(W ) generates a weak quantum vertex
algebra 〈U〉 with W as a faithful module where YW (α(x), z) = α(z) for α(x) ∈ 〈U〉.

Next, as one of the main ingredients we introduce a new infinite-dimensional Lie
algebra.

Proposition 3.8. Let E be a vector space with basis {em | m ∈ Z}. Set

g̃l
e

∞ = E ⊗ C((t))⊕ Ck,

where k is a symbol. Then there exists a Lie algebra structure on g̃l
e

∞ such that

[k, g̃l
e

∞] = 0,

[Bt(m,x1), Bt(n, x2)] = e(m−n)(x1−x2) (Bt(m,x2)−Bt(n, x1) + f(m,n)k) (3.12)

for m,n ∈ Z, where

Bt(m,x) =
∑
n∈Z

(em ⊗ tn)x−n−1. (3.13)

Proof. For m ∈ Z, we have

Bt(m,x) =
∑
n∈Z

(em ⊗ tn)x−n−1 = em ⊗ x−1δ

(
t

x

)
.

Furthermore, for g(t) ∈ C((t)) we have

g(x)Bt(m,x) = em ⊗ g(t)x−1δ

(
t

x

)
∈ g̃l

e

∞[[x, x−1]]

and

em ⊗ g(t) = Resxg(x)Bt(m,x). (3.14)

Define a bilinear operation [·, ·] on g̃l
e

∞ by[
k, g̃l

e

∞
]

= 0 =
[
g̃l

e

∞,k
]
,
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[em ⊗ g(t), en ⊗ h(t)]

= Resx1Resx2g(x1)h(x2)e
(m−n)(x1−x2) (Bt(m,x2)−Bt(n, x1) + f(m,n)k) (3.15)

for m,n ∈ Z, g(t), h(t) ∈ C((t)). Indeed, for any fixed integers m,n, it is C-linear in
both g(t) and h(t). It can be readily seen that skew symmetry holds as the function
f(m,n) on Z× Z is skew symmetric. We next show that Jacobi identity also holds.

From definition, (3.12) holds for m,n ∈ Z. Furthermore, by the standard formal
variable convention we have

[g(x1)Bt(m,x1), h(x2)Bt(n, x2)]

= g(x1)h(x2)e
(m−n)(x1−x2) (Bt(m,x2)−Bt(n, x1) + f(m,n)k) (3.16)

for g(t), h(t) ∈ C((t)).
Let m,n, r ∈ Z. We have

[[Bt(m,x1), Bt(n, x2)], Bt(r, x3)]

= e(m−n)(x1−x2) [Bt(m,x2)−Bt(n, x1) + f(m,n)k, Bt(r, x3)]

= e(m−n)(x1−x2)e(m−r)(x2−x3) (Bt(m,x3)−Bt(r, x2) + f(m, r)k)

−e(m−n)(x1−x2)e(n−r)(x1−x3) (Bt(n, x3)−Bt(r, x1) + f(n, r)k)

= e(m−n)x1+(n−r)x2+(r−m)x3 (Bt(m,x3)−Bt(r, x2) + f(m, r)k)

−e(m−r)x1+(n−m)x2+(r−n)x3 (Bt(n, x3)−Bt(r, x1) + f(n, r)k) ,

[Bt(m,x1), [Bt(n, x2), Bt(r, x3)]]

= e(n−r)(x2−x3)e(m−n)(x1−x3) (Bt(m,x3)−Bt(n, x1) + f(m,n)k)

−e(n−r)(x2−x3)e(m−r)(x1−x2) (Bt(m,x2)−Bt(r, x1) + f(m, r)k)

= e(m−n)x1+(n−r)x2+(r−m)x3 (Bt(m,x3)−Bt(n, x1) + f(m,n)k)

−e(m−r)x1+(n−m)x2+(r−n)x3 (Bt(m,x2)−Bt(r, x1) + f(m, r)k) ,

[Bt(n, x2), [Bt(m,x1), Bt(r, x3)]]

= e(m−r)x1+(n−m)x2+(r−n)x3 (Bt(n, x3)−Bt(m,x2) + f(n,m)k)

−e(m−n)x1+(n−r)x2+(r−m)x3 (Bt(n, x1)−Bt(r, x2) + f(n, r)k) .

Recall from Corollary 2.2 that

f(m,n) + f(n, r) = f(m, r), f(m, r) + f(n,m) = f(n, r).

(Note that the second relation follows from the first one as f(m,n) = −f(n,m).)
Then we see that the Jacobi identity holds.

Remark 3.9. For n ∈ Z, set Un = E ⊗ tnC[[t]]. This gives a descending sequence
{Un}n∈Z with ∩n∈ZUn = 0. Equip vector space g̃l

e

∞ with the topological vector space
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structure associated to {Un}n∈Z. Let u ∈ E, g(t) ∈ C((t)). From definition (see
(3.15)) we have

[u⊗ g(t), Un] ⊂ Un for n ≥ 0, (3.17)

which implies that the Lie bracket is continuous. Thus g̃l
e

∞ is a topological Lie
algebra where the elements k and em ⊗ tr for m, r ∈ Z form a topological basis.

Remark 3.10. For n ∈ Z, set

g̃l
e

∞[n] =

{
E ⊗ tnC[[t]] if n ≥ 1

E ⊗ tnC[[t]] + Ck if n ≤ 0.
(3.18)

This defines a descending filtration of g̃l
e

∞. Using (3.15) one can show that[
g̃l

e

∞[m], g̃l
e

∞[n]
] ⊂ g̃l

e

∞[m+ n]

for m,n ∈ Z. Thus, g̃l
e

∞ equipped with this filtration becomes a filtered Lie algebra.
(But, Lie algebra g̃l

e

∞ is not Z-graded in the obvious way.)

For m, r ∈ Z, let B(m, r) denote the operator corresponding to em ⊗ tr on a
g̃l

e

∞-module. For m ∈ Z, set

B(m,x) =
∑
n∈Z

B(m,n)x−n−1. (3.19)

We define a notion of restricted g̃l
e

∞-module in the usual way. That is, a g̃l
e

∞-module
W is said to be restricted if for any m ∈ Z, w ∈ W , B(m,n)w = 0 for n sufficiently
large, or equivalently B(m,x) ∈ E(W ) for m ∈ Z. We also assume continuity.

Set
B+ = E ⊗ C[[t]] ⊂ g̃l

e

∞.

Let m,n ∈ Z, g(t), h(t) ∈ C[[t]]. Noticing that e(m−n)(x1−x2) ∈ C[[x1, x2]], from (3.15)
we get

[em ⊗ g(t), en ⊗ h(t)] = 0.

Thus, B+ is an abelian subalgebra of g̃l
e

∞. Denote by B− the subspace of g̃l
e

∞, linearly
spanned by em ⊗ tr for m, r ∈ Z with r < 0. We have

g̃l
e

∞ = B+ ⊕ Ck⊕ B−

as a vector space. (Note that B− is not a subalgebra.)
Let � be any complex number. Letting B+ act on C trivially and letting k act

as scalar �, we obtain a (B+ ⊕ Ck)-module denoted by C�. Then form an induced
module

Vg̃l
e
∞(�, 0) = U(g̃l

e

∞)⊗U(B+⊕Ck) C�. (3.20)

11



In view of the P-B-W theorem, Vg̃l
e
∞(�, 0) as a vector space is isomorphic to S(B−)

(the symmetric algebra over B−). Set 1 = 1⊗ 1 ∈ Vg̃l
e
∞(�, 0), and then set

b(m) = B(m,−1)1 ∈ Vg̃l
e
∞(�, 0) for m ∈ Z. (3.21)

Note that B(m, k)1 = 0 for m ∈ Z, k ∈ N. Let m,n ∈ Z, k ∈ N. From the Lie
bracket relation (3.12) we get

[B(m, k), B(n, x2)] = −e(n−m)x2

∑
j≥0

(m− n)j

j!
B(n, k + j). (3.22)

It follows from this relation and induction that B(m, k) = 0 on Vg̃l
e
∞(�, 0) for m ∈

Z, k ≥ 0. In particular, Vg̃l
e
∞(�, 0) is a restricted g̃l

e

∞-module.
As one of the main results in this section, we have:

Theorem 3.11. For every complex number �, there exists a weak quantum vertex
algebra structure on Vg̃l

e
∞(�, 0), which is uniquely determined by the conditions that

1 is the vacuum vector and that

Y (b(m), x) = B(m,x) for m ∈ Z.

Furthermore, Vg̃l
e
∞(�, 0) is a non-degenerate quantum vertex algebra and the following

relations hold:

b
(m)
k b(n) = 0 for m,n ∈ Z, k ∈ N (3.23)

and

Y (b(m), x1)Y (b(n), x2)− Y (b(n), x2)Y (b(m), x1)

= e(m−n)(x1−x2)
(
Y (b(m), x2)− Y (b(n), x1) + f(m,n)�

)
(3.24)

for m,n ∈ Z.

Proof. Let W be any restricted g̃l
e

∞-module of level �. Set

UW = {B(m,x) | m ∈ Z} ∪ {1W} ⊂ E(W ).

Writing the defining relation (3.12) as

B(m,x1)B(n, x2) = B(n, x2)B(m,x1)

+e(m−n)(x1−x2) (B(m,x2)−B(n, x1) + f(m,n)�) , (3.25)

we see that UW is an S-local subset of E(W ). Then UW generates a weak quantum
vertex algebra 〈UW 〉 inside E(W ) with W as a canonical module. With (3.25), by
Proposition 3.13 of [Li3] (cf. Proposition 2.12, [Li4]), we have

YE(B(m,x), x1)YE(B(n, x), x2) = YE(B(n, x), x2)YE(B(m,x)x1)

+e(m−n)(x1−x2) (YE(B(m,x), x2)− YE(B(n, x), x1) + f(m,n)�)

12



for m,n ∈ Z. This shows that 〈UW 〉 is a g̃l
e

∞-module of level � with B(m, z) acting
as YE(B(m,x), z) for m ∈ Z. Furthermore, we have

B(m,x)k1W = 0 for m ∈ Z, k ∈ N.

It follows from the construction of Vg̃l
e
∞(�, 0) that there exists a g̃l

e

∞-module homo-
morphism θ from Vg̃l

e
∞(�, 0) to 〈UW 〉 with θ(1) = 1W .

Take W = Vg̃l
e
∞(�, 0). Then it follows from Theorem 2.9 of [Li4] that there is a

weak quantum vertex algebra structure on Vg̃l
e
∞(�, 0) with all the desired properties.

As for non-degeneracy, we shall use a result of [Li4]. For n ≥ 0, let V [n] denote
the subspace of Vg̃l

e
∞(�, 0) linearly spanned by vectors

b
(m1)
k1

· · · b(mr)
kr

1

where 0 ≤ r ≤ n, mi, ki ∈ Z for i = 1, . . . , r. (Note that b
(m)
k = B(m, k).) Since

{b(m) | m ∈ Z} generates Vg̃l
e
∞(�, 0) as a weak quantum vertex algebra, this defines

an ascending filtration of Vg̃l
e
∞(�, 0). Denote the associated graded weak quantum

vertex algebra by K. By Proposition 3.15 of [Li4], K is a commutative vertex
algebra. Furthermore, it follows from the P-B-W basis that K = S(B−). Then, by
Theorem 3.19 of [Li4], Vg̃l

e
∞(�, 0) is non-degenerate.

Since Y (b(m), x) = B(m,x) for m ∈ Z, the last assertion is clear. For m,n ∈ Z,
from the last assertion we have

Y (b(m), x1)Y (b(n), x2) = Y (b(n), x2)Y (b(m), x1)

+e(m−n)(x1−x2)
(
Y (b(m), x2)Y (1, x1)− Y (1, x2)Y (b(n), x1) + �f(m,n)Y (1, x2)Y (1, x1)

)
,

noticing that Y (1, x) = 1. Set

P = Y (b(n), x2)Y (b(m), x1)

+e(m−n)(x1−x2)
(
Y (b(m), x2)Y (1, x1)− Y (1, x2)Y (b(n), x1) + �f(m,n)Y (1, x2)Y (1, x1)

)
.

For k ≥ 0, from the S-Jacobi identity for weak quantum vertex algebras we have

Y (b
(m)
k b(n), x2) = Resx1(x1 − x2)

k
(
Y (b(m), x1)Y (b(n), x2)− P

)
= 0.

It then follows that b
(m)
k b(n) = 0 for m,n ∈ Z, k ∈ N.

Furthermore, we have:

Theorem 3.12. For any restricted g̃l
e

∞-module W of level �, there exists a Vg̃l
e
∞(�, 0)-

module structure YW , which is uniquely determined by

YW (b(m), x) = B(m,x) for m ∈ Z.

On the other hand, for any Vg̃l
e
∞(�, 0)-module (W,YW ), W is a restricted g̃l

e

∞-module
of level � with

B(m,x) = YW (b(m), x) for m ∈ Z.

13



Proof. Set UW = {B(m,x) | m ∈ Z} ∪ {1W} ⊂ E(W ). From the proof of Theorem
3.11, we have a weak quantum vertex algebra 〈UW 〉 generated by UW and W is a
〈UW 〉-module with YW (α(x), z) = α(z) for α(x) ∈ 〈UW 〉. Furthermore, 〈UW 〉 is a
g̃l

e

∞-module of level � with B(m, z) = YE(B(m,x), z) for m ∈ Z and there exists a
g̃l

e

∞-module homomorphism θ from Vg̃l
e
∞(�, 0) to 〈UW 〉 with θ(1) = 1W . We have

θ(b(m)) = θ(B(m,−1)1) = B(m,x)−11W = B(m,x)

and

θ(Y (b(m), z)v) = θ(B(m, z)v) = YE(B(m,x), z)θ(v) = YE(θ(b(m)), z)θ(v)

for m ∈ Z, v ∈ Vg̃l
e
∞(�, 0). As {b(m) | m ∈ Z} generates Vg̃l

e
∞(�, 0) as a weak

quantum vertex algebra, it follows that θ is a homomorphism of weak quantum
vertex algebras. Consequently, W becomes a Vg̃l

e
∞(�, 0)-module with

YW (v, x) = θ(v)(x) ∈ 〈UW 〉 ⊂ E(W )

for v ∈ Vg̃l
e
∞(�, 0). In particular, we have YW (b(m), x) = θ(b(m)) = B(m,x) for m ∈ Z.

On the other hand, let (W,YW ) be a Vg̃l
e
∞(�, 0)-module. With (3.24), by Corollary

5.4 of [Li3], we have

YW (b(m), x1)YW (b(n), x2)− YW (b(n), x2)YW (b(m), x1)

= e(m−n)(x1−x2)
(
YW (b(m), x2)− YW (b(n), x1) + f(m,n)�

)
form,n ∈ Z. That is, W becomes a g̃l

e

∞-module of level � with B(m,x) = YW (b(m), x)
for m ∈ Z. It is restricted as YW (b(m), x) ∈ E(W ) for m ∈ Z from definition.

4 Lie algebra g̃l∞ and quantum vertex algebra Vg̃l
e∞(�, 0)

In this section, we relate restricted g̃l∞-modules of level � with the quantum vertex
algebra Vg̃l

e
∞(�, 0) in terms of φ-coordinated modules in the sense of [Li5]. More

specifically, we show that a level-� restricted g̃l∞-module structure on a vector space
W exactly amounts to a φ-coordinated module structure for the quantum vertex
algebra Vg̃l

e
∞(�, 0).

We first recall from [Li5] some basic notions and results on φ-coordinated modules
for weak quantum vertex algebras. Set

φ = φ(x, z) = xez ∈ C[[x, z]],

which is fixed throughout this section.

Definition 4.1. Let V be a weak quantum vertex algebra. A φ-coordinated V -
module is a vector space W , equipped with a linear map

YW (·, x) : V → Hom(W,W ((x))) ⊂ (EndW )[[x, x−1]],

14



satisfying the conditions that
YW (1, x) = 1W

and that for u, v ∈ V , there exists a nonnegative integer k such that

(x1 − x2)
kYW (u, x1)YW (v, x2) ∈ Hom(W,W ((x1, x2))) (4.1)

and

(ex0 − 1)kYW (Y (u, x0)v, x2) =
(
(x1/x2 − 1)kYW (u, x1)YW (v, x2)

) |x1=x2ex0 . (4.2)

Let C(x) denote the field of rational functions in x. That is, C(x) is the fraction
field of the polynomial algebra C[x]. On the other hand, let C∗(x) denote the fraction
field of the algebra C[[x]]. There exists an algebra map ι : C∗(x) → C((x)), which is
uniquely determined by

ι(q(x)) = q(x) for q(x) ∈ C[[x]].

For f(x) ∈ C(x), ι(f(x)) is simply the formal Laurent series expansion of f(x) at
x = 0. For f(x) ∈ C(x), we have

(ιf)(x1/x2) = ιx2,x1f(x1/x2).

Let W be a vector space. Recall that

E(W ) = Hom(W,W ((x))) ⊂ (EndW )[[x, x−1]].

Let a(x), b(x) ∈ E(W ). Assume that there exists a nonzero p(x) ∈ C[x] such that

p(x1/x2)a(x1)b(x2) ∈ Hom(W,W ((x1, x2))). (4.3)

Define a(x)e
nb(x) ∈ E(W ) for n ∈ Z in terms of generating function

Y e
E (a(x), z)b(x) =

∑
n∈Z

a(x)e
nb(x)z

−n−1

by

Y e
E (a(x), z)b(x) = ι(1/p(ez)) (p(x1/x)a(x1)b(x)) |x1=xez , (4.4)

where p(x) is any nonzero polynomial such that (4.3) holds. (It was proved in [Li5]
that p(ez) �= 0 in C[[z]] for any nonzero polynomial p(x).)

Definition 4.2. A subset U of E(W ) is said to be Strig-local if for any u(x), v(x) ∈ U ,
there exist

u(i)(x), v(i)(x) ∈ U, fi(x) ∈ C(x) (i = 1, . . . , r)

(finitely many) such that

(x1 − x2)
ku(x1)v(x2) = (x1 − x2)

k

r∑
i=1

(ιfi)(x1/x2)v
(i)(x2)u

(i)(x1) (4.5)

for some nonnegative integer k.
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Notice that relation (4.5) implies that

(x1/x2 − 1)ku(x1)v(x2) ∈ Hom(W,W ((x1, x2))).

The following result was obtained in [Li5]:

Theorem 4.3. Let W be a vector space and let U be an Strig-local subset of E(W ).
Then U generates a weak quantum vertex algebra 〈U〉e with W as a faithful φ-
coordinated module where YW (α(x), z) = α(z) for α(x) ∈ 〈U〉e.

Now, we are in a position to present the main result of this paper.

Theorem 4.4. Let � be any complex number. For every restricted g̃l∞-module W
of level �, there exists a φ-coordinated Vg̃l

e
∞(�, 0)-module structure YW on W , which

is uniquely determined by

YW (b(m), x) = E(m,x) for m ∈ Z.

On the other hand, for every φ-coordinated Vg̃l
e
∞(�, 0)-module (W,YW ), W is a re-

stricted g̃l∞-module of level � with

E(m,x) = YW (b(m), x) for m ∈ Z.

Proof. Set
UW = {E(m,x) | m ∈ Z} ∪ {1W} ⊂ E(W ).

It can be readily seen from (2.8) that UW is an Strig-local subset of E(W ). By The-
orem 4.3, UW generates a weak quantum vertex algebra 〈UW 〉e, where 1W serves as
the vacuum vector and the vertex operator map is denoted by Y e

E (·, x). Furthermore,
W becomes a φ-coordinated module with YW (α(x), z) = α(z) for α(x) ∈ 〈UW 〉e.

With the relations (2.8) (with k = �), by Proposition 5.3 of [Li5], we have

Y e
E (E(m,x), x1)Y

e
E (E(n, x), x2)− Y e

E (E(n, x), x2)Y
e
E (E(m,x), x1)

= e(m−n)(x1−x2) (Y e
E (E(m,x), x2)− Y e

E (E(n, x), x1) + f(m,n)�1W )

for m,n ∈ Z. This shows that 〈UW 〉e becomes a restricted g̃l
e

∞-module of level � with
B(m, z) acting as Y e

E (E(m,x), z) for m ∈ Z. Furthermore, just as in the proof of
Theorem 3.11, we have that 〈UW 〉e as a g̃l

e

∞-module is cyclic on 1W and

E(m,x)e
k1W = 0 for m ∈ Z, k ∈ N.

It follows from the construction of the g̃l
e

∞-module Vg̃l
e
∞(�, 0) that there exists a g̃l

e

∞-
module homomorphism θ from Vg̃l

e
∞(�, 0) to 〈UW 〉e with θ(1) = 1W . For m ∈ Z, we

have

θ(b(m)) = θ(B(m,−1)1) = B(m,−1)θ(1) = E(m,x)e
−11W = E(m,x).
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Furthermore, we have

θ(Y (b(m), z)v) = θ(B(m, z)v) = Y e
E (E(m,x), z)θ(v) = Y e

E (θ(b(m)), z)θ(v)

for m ∈ Z, v ∈ Vg̃l
e
∞(�, 0). Since {b(m) | m ∈ Z} generates Vg̃l

e
∞(�, 0) as a weak

quantum vertex algebra, it follows that θ is a homomorphism of weak quantum
vertex algebras. With W as a canonical φ-coordinated module for 〈UW 〉e, through
the homomorphism θ, W becomes a φ-coordinated Vg̃l

e
∞(�, 0)-module, where

YW (b(m), x) = YW (θ(b(m)), x) = E(m,x) for m ∈ Z.

The uniqueness follows from the fact that {b(m) | m ∈ Z} generates Vg̃l
e
∞(�, 0) as a

weak quantum vertex algebra.
On the other hand, let (W,YW ) be a φ-coordinated Vg̃l

e
∞(�, 0)-module. For m,n ∈

Z, recalling (3.24), from [Li5] (Proposition 5.9) we have

YW (b(m), x1)YW (b(n), x2)− YW (b(n), x2)YW (b(m), x1)

−
(
x1

x2

)m−n (
YW (b(m), x2)− YW (b(n), x1) + �f(m,n)

)
=

∑
k≥0

YW (b
(m)
k b(n), x2)

1

k!

(
x2

∂

∂x2

)k

δ

(
x2

x1

)
.

Recall that for quantum vertex algebra Vg̃l
e
∞(�, 0), the following relations hold:

b
(m)
k b(n) = 0 for k ≥ 0.

Then

YW (b(m), x1)YW (b(n), x2)− YW (b(n), x2)YW (b(m), x1)

=

(
x1

x2

)m−n (
YW (b(m), x2)− YW (b(n), x1) + �f(m,n)

)
.

Thus W becomes a g̃l∞-module of level � with E(m,x) acting as YW (b(m), x) for
m ∈ Z, and clearly it is a restricted module.

5 Constructing g̃l
e
∞-modules

In this section, we give a construction of g̃l
e

∞-modules from g̃l∞-modules of a certain
type, including the natural module C

∞. We also discuss a generalized-Verma-module
construction of g̃l

e

∞-modules.
First, we introduce a special family of restricted g̃l∞-modules, including the nat-

ural module C
∞ (of level 0).
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Definition 5.1. Let Cfin denote the category of g̃l∞-modules W such that

E(m,x)w ∈ W [x, x−1] for m ∈ Z, w ∈ W. (5.1)

It can be readily seen that indeed Cfin contains the natural module C
∞.

The following is the main reason for formulating category Cfin:

Proposition 5.2. Let W be a g̃l∞-module of level � ∈ C in category Cfin. Then W
becomes a restricted g̃l

e

∞-module of level � with

B(m,x) = E(m, ex) =
∑
n∈Z

Em,m+ne
−nx

for m ∈ Z. Furthermore, if W is an irreducible g̃l∞-module, then W viewed as a
g̃l

e

∞-module is also irreducible. On the other hand, let W1,W2 be g̃l∞-modules in
category Cfin and let θ be a linear map from W1 to W2. Then θ is a homomorphism
of g̃l

e

∞-modules if and only if θ is a homomorphism of g̃l∞-modules.

Proof. First of all, notice that for any p(x) ∈ C[x, x−1], p(ex) exists in C[[x]]. From
assumption we have E(m,x)w ∈ W [x, x−1] for m ∈ Z, w ∈ W . Then for each
m ∈ Z, E(m, ex) is a well defined element of (EndW )[[x]]. For m ∈ Z, set

B̄(m,x) = E(m, ex) =
∑
n∈Z

Em,m+ne
−nx.

Writing B̄(m,x) =
∑

n∈Z
B̄(m,n)x−n−1, we have B̄(m, r) = 0 for r ≥ 0 and

B̄(m,−k − 1) =
∑
n∈Z

1

k!
(−n)kEm,m+n (5.2)

for k ≥ 0. Furthermore, we have

[B̄(m,x1), B̄(n, x2)] = e(m−n)(x1−x2)
(
B̄(m,x2)− B̄(n, x1) + f(m,n)�

)
.

Thus W becomes a g̃l
e

∞-module of level � with B(m,x) = B̄(m,x) for m ∈ Z, which
is a restricted module as B̄(m,x) involves only nonnegative powers of x.

Regarding the assertion on irreducibility, let w ∈ W, m ∈ Z. For k ≥ 0, we have

(−1)kk!B̄(m,−k − 1)w =
∑
n∈Z

nkEm,m+nw. (5.3)

Note that the expression on the right hand side is a finite sum. Considering k ≥ 1,
by solving the system of equations we can express Em,m+nw for n �= 0 in terms of
B̄(m,−k − 1)w with k ≥ 1. We also have (with k = 0)

B̄(m,−1)w =
∑
n∈Z

Em,m+nw.
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Using this, we can express Em,mw in terms of B̄(m,−1)w and Em,m+nw for n
nonzero. Consequently, we can express Em,m+nw for every n ∈ Z in terms of
B̄(m,−k − 1)w with k ≥ 0. It then follows immediately that W viewed as a
g̃l

e

∞-module is still irreducible.
The last assertion is also clear.

In the following, we exhibit some irreducible g̃l∞-modules of level 0, or equiva-
lently gl∞-modules, in category Cfin. Note that category Cfin is closed under direct
sum and tensor product. As C

∞ is in Cfin, it follows that the tensor algebra T (C∞)
is naturally a gl∞-module in Cfin, on which gl∞ acts by derivations.

Example 5.3. Consider the symmetric algebra S(C∞), which is naturally a gl∞-
module in Cfin. Identify S(C∞) with polynomial algebra C[xn | n ∈ Z] on which gl∞
acts by

Em,n = xm
∂

∂xn

for m,n ∈ Z.

Define deg xn = 1 for n ∈ Z to make C[xn | n ∈ Z] a Z-graded algebra, and for r ∈ N,
let Ar denote the degree-r homogeneous subspace, which is linearly spanned by the
monomials of total degree r. One can show that Ar (r ∈ Z) are non-isomorphic
irreducible submodules.

Example 5.4. On the other hand, the exterior algebra Λ(C∞) is also a gl∞-module
in Cfin, on which gl∞ acts by derivations. Note that Λ(C∞) is an N-graded algebra
with C

∞ of degree 1. Decompose Λ(C∞) into homogeneous subspaces Λ(C∞) =
⊕r∈NΛr(C∞). We have that Λ0(C∞) = A0 = C and Λ1(C∞) = A1 = C

∞. It is
straightforward to show that Λr(C

∞) with r ∈ Z are non-isomorphic irreducible
submodules. Furthermore, one can show that Am (from Example 5.3) and Λn(C∞)
for m,n ≥ 2 are non-isomorphic irreducible gl∞-modules.

Example 5.5. We here consider a generalization of Example 5.3. Let S be any
finite subset of Z and let α : S → C be a function such that αj /∈ Z for j ∈ S. Set

V (S, α) =

(∏
j∈S

x
αj

j

)
C

[
xj, x

−1
j | j ∈ S]⊗ C [xn | n ∈ Z\S] ,

which is a gl∞-module with Em,n = xm
∂

∂xn
for m,n ∈ Z. It can be readily seen that

V (S, α) is in category Cfin. Define deg xλ
n = λ for n ∈ Z, λ ∈ C, to make V (S, α) a

C-graded space. Then each homogeneous subspace of V (S, α) is a submodule. One
can show that each homogeneous subspace as a gl∞-module is irreducible.

Remark 5.6. Note that Cfin does not contain any nontrivial highest weight modules
nor nontrivial lowest weight modules. On the other hand, Cfin does not contain
sl∞ viewed as an irreducible gl∞-submodule of the adjoint module either. All the
examples given above are among what were called intermediate series modules.
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It seems that every g̃l∞-module in category Cfin is of level zero. Here we prove a
weak version.

Lemma 5.7. Let W be a g̃l∞-module satisfying the condition that for any w ∈ W ,
there exists a finite subset S of Z such that Ep,qw = 0 for all p, q ∈ Z with p, q /∈ S.
Then W is of level 0.

Proof. We may assume W �= 0. Let w be any nonzero vector in W . By assumption,
there exists a finite subset S of Z such that Ep,qw = 0 for all p, q ∈ Z with p, q /∈ S.
As S is finite, there exist a negative integer m and a positive integer n such that
m,n /∈ S. Then

Em,nw = En,mw = Em,mw = En,nw = 0,

from which we get

0 = Em,n(En,mw)− En,m(Em,nw) = Em,mw − En,nw + ψ(Em,n, En,m)kw = kw.

Therefore k acts trivially on W .

Remark 5.8. Let W be any g̃l∞-module of level � in category Cfin. By Proposition
5.2, W becomes a g̃l

e

∞-module of level �. From the construction, one sees that for any
m,n ∈ Z with n ≥ 0, B(m,n) acts on W trivially. It follows from the construction
of Vg̃l

e
∞(�, 0) that for any w ∈ W , there exists a unique g̃l

e

∞-module homomorphism
from Vg̃l

e
∞(�, 0) to W , sending 1 to w.

Example 5.9. From Example 5.3, we have non-isomorphic irreducible gl∞-modules
(or equivalently, g̃l∞-modules of level 0) Ar (r ∈ N) in category Cfin. By Proposition
5.2, we obtain non-isomorphic irreducible g̃l

e

∞-modules of level 0. The action of g̃l
e

∞
on C[xn | n ∈ Z] is determined by

B(m,x)xk = xme
(m−k)x for m, k ∈ Z

with B(m,n) (m,n ∈ Z) acting as derivations. For r ∈ N, denote by Ae
r the cor-

responding irreducible g̃l
e

∞-module. By Remark 5.8, all irreducible modules Ae
r for

r ∈ N are homomorphism images of Vg̃l
e
∞(0, 0). In view of this, irreducible vacuum

g̃l
e

∞-modules of level 0 are not unique.

Remark 5.10. There are two problems naturally arisen, one of which is to classify
irreducible g̃l∞-modules in category Cfin and the other is to classify all irreducible
vacuum g̃l

e

∞-modules of a fixed level �. We hope to address these problems in a later
publication.

We end this section with a generalized-Verma-module construction. Recall that
g̃l

e

∞[0] = E ⊗ C[[t]] + Ck is an abelian subalgebra. Let � ∈ C and let λ : Z → C be
a function. Define a g̃l

e

∞[0]-module structure on C with E ⊗ tC[[t]] acting trivially,
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with B(n, 0) acting as λn for n ∈ Z, and with k acting as �. We denote this module
by C�,λ. Then form an induced module

M(�, λ) = U(g̃l
e

∞)⊗U(g̃l
e
∞[0]) C�,λ. (5.4)

Noticing that g̃l
e

∞ = g̃l
e

∞[0]⊕ (E⊗ t−1
C[t−1]) as a vector space, in view of the P-B-W

theorem we have
M(�, λ) = S(E ⊗ t−1

C[t−1])

as a vector space. Notice that in case λ = 0, we have M(�, 0) = Vg̃l
e
∞(�, 0).

Remark 5.11. Unlike the case for affine Lie algebras, it is not clear whether M(�, λ)
has a unique maximal submodule. (Indeed, we have seen that maximal submod-

ules of M(�, 0)
(
= Vg̃l

e
∞(�, 0)

)
(with λ = 0) are not unique as there are many

non-isomorphic irreducible vacuum modules.) It is also natural to ask under what
condition M(�, λ) is irreducible. An immediate conjecture is that Vg̃l

e
∞(�, 0) is irre-

ducible for any generic level �.
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